On the Minimality of Finite Automata and Stream X-machines for Finite Languages

FLORENTIN IPATE

Department of Computer Science and Mathematics, University of Pitesti, Str Targu din Vale 1, 0300 Pitesti, Romania
Email: fipate@ifsoft.ro
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1. INTRODUCTION

Finite automata [1, 2, 3] are widely used in many areas of computing, ranging from lexical analysis to circuit and protocol testing. Finite automata are known to compute regular languages [4, 5]. However, in many applications of finite automata only finite languages are used. The number of states of a finite automaton (FA) that accepts a finite language is at least one more than the length of the longest word in the language and may be exponentially large in this length [6]. On the other hand, if we do not restrict the automaton to accept only the given finite language but allow it to accept extra words that are longer than the longest word in the language, then the number of its states may be significantly reduced. In most applications the maximum length of the words in the language is known and the system can keep track of the length of the words processed, so such an automaton will usually be adequate. This is the idea behind cover automata for finite languages.

Informally, a cover automaton of a finite language \( L \) is an FA that accepts all words in \( L \) and possibly other words that are longer than any word in \( L \). A minimal cover automaton of \( L \) is a cover automaton of \( L \) having the least number of states. In many cases, a minimal cover automaton of \( L \) has a much smaller size than the minimal automaton that accepts \( L \).

The concept of minimal cover automaton of a finite language is introduced in [6] and it is shown that there may be several minimal cover automata of the same language that are not isomorphic. Furthermore, [6] provides an algorithm that, for a finite language \( L \) (given as an FA that accepts \( L \) or as a cover automaton of \( L \)), constructs a minimal cover automaton of the language. An improved algorithm (in terms of complexity) is also presented in [7].

This paper goes a step further by giving a procedure for constructing all minimal cover automata of a given finite language \( L \). The procedure is then generalized to a form of extended finite automata, called stream X-machines (SXMs).

An SXM is a type of X-machine [8, 9, 10] that describes a system as a finite set of states, each with an internal store called memory, and a number of transitions between the states. A transition is triggered by an input value, produces an output value and may alter the memory. An SXM may be modelled by an FA (the associated FA) in which the arcs are labelled by function names (the processing functions). Thus, SXMs can combine the dynamic features of finite state machines with data structures, thus sharing the benefits of both these worlds. Various case studies [10, 11, 12] have demonstrated the value of the SXM as a specification method, especially for interactive systems. A tool to support the creation of SXM specifications has been constructed [13]. The refinement of SXMs has been investigated and techniques for refining given specifications into more complex, more detailed implementation-oriented versions have been developed [14, 15]. Furthermore, several models of communicating SXMs have been devised and used in real applications [16, 17, 18].

One of the strengths of using SXMs to specify a system is that it is possible to derive test sets from an SXM specification which, if satisfied, guarantee, under certain constraints, the correctness of the implementation with respect to the specification [10, 19, 20, 21]. Among these constraints are the so-called ‘design for test conditions’ that the SXM specification has to meet: input-completeness and output-distinguishability [10, 19]. The class of SXMs that meet these conditions is therefore of particular interest and has
defined. The minimality issue for this class of SXMs has been defined and addressed in a recent paper [22].

This paper makes one more step in this direction by defining the l-cover SXM of a given SXM Z as a generalization of the cover automaton of a finite language L. Informally, an l-cover SXM of Z is an SXM Z' that produces an identical response to Z for any sequence of inputs of length at most l.

The paper establishes that, in the context of SXMs that meet the ‘design for test conditions’, the problem of constructing all l-cover SXMs of Z can be reduced to constructing the set of all cover automata of the language consisting of all sequences of length at most l accepted by the associated FA of Z.

Since the main motivation for this paper is from the domain of software testing, the paper only addresses finite automata and SXMs in which all states are final. When finite automata and SXMs are used as the basis for test set generation, all states are naturally considered as being final so that the outputs produced by the application of each input in a sequence can be observed step by step. When testing is performed it is a common practice to display all of these intermediate results, which are normally hidden from the end user of the system. The intermediate outputs are filtered out once the system has passed testing.

The paper is structured as follows. Section 2 introduces the basic concepts of finite automata. Section 3 defines a cover automaton of a finite language and provides a brief survey of some results related to this concept. The procedure for constructing all minimal cover automata of a given finite language is given in Section 4. The theoretical basis for this procedure is also given. Section 5 introduces the concept of SXMs. Section 6 defines an l-cover SXM of a given SXM Z and proves that if Z meets the ‘design for test conditions’ then the procedure given in Section 4 can be used to construct all l-cover SXMs of Z. The main contribution of the paper is in Sections 4 and 6.

2. Finite Automata

This section introduces finite automata and related concepts and the results to be used later in the paper.

First, the notations used are introduced. For an alphabet A we use A* to denote the set of finite sequences (words) constructed using elements of A; ε denotes the empty sequence. For a, b ∈ A*, ab denotes the concatenation of sequences a and b. a^n is defined by a^0 = ε and a^n = a^{n-1}a for n ≥ 1. For U, V ⊆ A*, UV = {ab | a ∈ U, b ∈ V}; U^n is defined by U^0 = {ε} and U^n = U^{n-1}U for n ≥ 1. Also, U_{≤n} = \bigcup_{0≤k≤n} U^k.

For a sequence a ∈ A* length(a) denotes the number of elements of a, in particular length(ε) = 0. For a finite language L ⊆ A* length(L) denotes the length of the longest word(s) in L i.e. length(L) = max{length(s) | s ∈ L}.

For a (partial) function f : A → B, dom(f) denotes the domain of f, i.e. the subset of A for which f is defined.

FIGURE 1. A DFCA A of L.

DEFINITION 2.1. An FA A is a tuple (Σ, Q, F, I, T), as follows:

• Σ is the finite input alphabet
• Q is the finite set of states
• F is the (partial) next state function, F : Q × Σ → 2^Q
• I and T are the sets of initial and terminal states respectively, I ⊆ Q, T ⊆ Q.

An FA is usually described by a transition diagram, see Figure 1.

DEFINITION 2.2. A deterministic FA (DFA) is an FA for which the following are true:

• There is one initial state, i.e.
  I = \{q_0\}

• F maps each (state, input) pair into at most one single state, i.e.
  F : Q × Σ → Q.

In what follows we will only refer to DFAs in which all states are terminal (T = Q), denoted by a tuple (Σ, Q, F, q_0).

DEFINITION 2.3. The next state function F can be extended to a (partial) function F^* : Σ^* → Σ^* defined by:

• F^*(q, ε) = q, q ∈ Q
• F^*(q, σσ) = F(F^*(q, σ), σ), q ∈ Q, s ∈ Σ^*, σ ∈ Σ.

DEFINITION 2.4. For q ∈ Q, the language accepted by A in q, denoted by \mathcal{L}_A(q), is defined by:

\mathcal{L}_A(q) = \{s ∈ Σ^* | (q, s) ∈ dom(F^*)\}.

The language accepted by A in q_0 is simply called the language accepted by A and is denoted by \mathcal{L}_A.

A language accepted by a DFA is called a regular language. Since in this paper only DFAs in which all states are terminal are considered, the languages computed will have the additional property that if a word is in the language then all the prefixes of the word will also be in the language. Such languages will be called downward-closed.

DEFINITION 2.5. A state q ∈ Q is called accessible if ∃s ∈ Σ^* such that F^*(q_0, s) = q. A is called accessible if ∀q ∈ Q, q is accessible.
DEFINITION 2.6. Two states $q_1, q_2 \in Q$ are called equivalent if $L_A(q_1) = L_A(q_2)$. Otherwise $q_1$ and $q_2$ are called distinguishable. $A$ is called reduced if $\forall q_1, q_2 \in Q \ q_1 \neq q_2, q_1$ and $q_2$ are distinguishable.

DEFINITION 2.7. A DFA, $A$, is called minimal if any other DFA that accepts the same language as $A$ has at least the same number of states as $A$.

THEOREM 2.1. A DFA, $A$, is minimal if and only if $A$ is accessible and reduced.

This is a well known result; for a proof see [8].

DEFINITION 2.8. Let $A = (\Sigma, Q, F, q_0)$ and $A' = (\Sigma, Q', F', q'_0)$ be two DFAs over the same input alphabet. Then a function $g : Q \rightarrow Q'$ is called an isomorphism if

- $g$ is bijective
- $g(q_0) = q'_0$
- $g(F(q, \sigma)) = F'(g(q), \sigma)$, $q \in Q, \sigma \in \Sigma$.

THEOREM 2.2. For two minimal DFAs, $A$ and $A'$, $L_A = L_{A'}$ if and only if $A$ and $A'$ are isomorphic.

This is a well known result, for a proof see [8]. Techniques for constructing the minimal DFA that accepts a certain language also exist, for more details see [8] or [3].

3. DETERMINISTIC FINITE COVER AUTOMATA—PRELIMINARIES

This section introduces the concept of (minimal) deterministic finite cover automaton (DFCA) of a finite language. The definitions and results are largely from [6].

A DFCA of a finite language $L$ is a DFA that accepts all words in $L$ and possibly other words that are longer than any word in $L$. As already stated, only DFAs in which all states are terminal and downward-closed finite languages are considered in this paper.

DEFINITION 3.1. Let $A = (\Sigma, Q, F, q_0)$ be a DFA, $L \subseteq \Sigma^*$ a finite language and $l = \text{length}(L)$. Then $A$ is called a DFCA of $L$ if $L_A \cap \Sigma_{\leq l} = L$.

EXAMPLE 3.1. If $\Sigma = \{a, b\}$, $L = \{e, a, b, ab, ba\}$ and $A$ is as represented in Figure 1 (where the initial state 0 is pointed at by an incoming arrow) then $L_A \cap \Sigma_{\leq 2} = L$, so $A$ is a DFCA of $L$.

DEFINITION 3.2. A DFCA, $A$, of a finite language $L$ is called minimal if for any DFCA, $A'$, of $L$, the number of states of $A$ is less than or equal to the number of states of $A'$.

Two similarity relations defined in [6] are used to characterize and construct a minimal DFCA for a finite language $L$:

- a similarity relation between sequences of inputs w.r.t. the language $L$
- an $l$-similarity relation between the states of a DFA, $l$ is the length of the longest sequence(s) in $L$.

Their formal definitions are now given.

DEFINITION 3.3. Let $\Sigma$ be an alphabet, $L \subseteq \Sigma^*$ a finite language and $l = \text{length}(L)$ the length of the longest word(s) in $L$. Then $\sim_L$, a relation on $\Sigma^*$, is defined by: $s \sim_L t$ if $\forall x \in \Sigma^*$ with $\text{length}(sx) \leq l$ and $\text{length}(tx) \leq l, sx \in L$ if and only if $tx \in L$.

We say that $s$ is similar to $t$ w.r.t. $L$. The relation $\sim_L$ is called the similarity relation on $\Sigma^*$ w.r.t. $L$. When $s \sim_L t$ does not hold we write $s \not\sim_L t$.

Note 3.1. The similarity relation w.r.t. $L$ is reflexive and symmetric but not transitive. For example, if $L = \{e, a, b, ab, ba\}$, then $a \sim_L ab, b \sim_L ab$, but $a \not\sim_L b$.

However, we can prove the following result that will be used later in the paper.

LEMMA 3.1. Let $\Sigma$ be an alphabet, $L \subseteq \Sigma^*$ a finite language and $s, t, u \in \Sigma^*$. If $s \sim_L t$, $t \sim_L u$ and $\text{length}(l) \leq \text{max}(|\text{length}(s)|, |\text{length}(u)|)$ then $s \sim_L u$.

Proof. From $s \sim_L t$ it follows that $\forall x \in \Sigma^*$ with $\text{length}(x) \leq l - \text{max}(\text{length}(s), \text{length}(u))$, $sx \in L$ if and only if $tx \in L$. Similarly, from $t \sim_L u$ it follows that $\forall x \in \Sigma^*$ with $\text{length}(x) \leq l - \text{max}(\text{length}(t), \text{length}(u))$, $tx \in L$ if and only if $ux \in L$. Hence $\forall x \in \Sigma^*$ with $\text{length}(x) \leq l - \text{max}(\text{length}(s), \text{length}(t), \text{length}(u))$, $sx \in L$ if and only if $ux \in L$. Since $\text{length}(l) \leq \text{max}(\text{length}(s), \text{length}(t), \text{length}(u))$, we have that $\text{max}(\text{length}(s), \text{length}(t), \text{length}(u)) = \text{max}(\text{length}(s), \text{length}(u))$, so $s \sim_L u$.

DEFINITION 3.4. Let $A = (\Sigma, Q, F, q_0)$ be an accessible DFA. For each state $q \in Q$ we define $\text{level}_A(q) = \text{length}(\text{shortest path}(s)$ from $q_0$ to $q$, i.e. $\text{level}_A(q) = \text{min}(\text{length}(s) \mid s \in \Sigma^*, F^*(q_0, s) = q)$.

For the DFA in Example 3.1 we have $\text{level}_A(0) = 0$, $\text{level}_A(1) = \text{level}_A(2) = 2$.

DEFINITION 3.5. Let $A = (\Sigma, Q, F, q_0)$ be an accessible DFA. For each state $q \in Q$ we define $x_A(q)$ as the minimum path from $q_0$ to $q$, i.e. $x_A(q) = \text{min}\{s \mid s \in \Sigma^*, F^*(q_0, s) = q\}$, where the minimum is taken according to the quasi-lexicographical order on $\Sigma^*$.

Note 3.2. If $\Sigma = \{e_1, \ldots, e_n\}$ is an ordered set, $n > 0$, then the quasi-lexicographical order on $\Sigma^*$, denoted by $<$, is defined by: $x < y$ if $\text{length}(x) < \text{length}(y)$ or $\text{length}(x) = \text{length}(y)$ and $x = z_1e_iu, y = z_2e_ju, i < j, \text{for some } z_1, u, v \in \Sigma^*$ and $1 \leq i, j \leq n$.

For the DFA in Example 3.1 we have $x_A(0) = e, x_A(1) = a$ and $x_A(2) = ab$.

DEFINITION 3.6. Let $A = (\Sigma, Q, F, q_0)$ be an accessible DFA and let $l \geq 0$. Then $\sim^l_A$ is a relation on $Q$ defined by: $p \sim^l_A q$ if $\forall x \in \Sigma^*$ with $\text{length}(x) < l - \text{max}(\text{level}_A(p), \text{level}_A(q))$, $x \in L_A(p)$ if and only if $x \in L_A(q)$.

We say that $p$ is $l$-similar to $q$ w.r.t. $A$. The relation $\sim^l_A$ is called the $l$-similarity relation on $Q$ w.r.t. $A$. When $p \sim^l_A q$ does not hold we write $p \not\sim_A^l q$. 
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Note 3.3. As for the similarity relation on \( \Sigma^* \) w.r.t. \( L \), the \( l \)-similarity relation on \( Q \) w.r.t. \( A \) is reflexive and symmetric but not transitive. For \( B \) as represented in Figure 2 and \( l = 2 \) we have \( 1 \sim_B 3, 2 \sim_B 3 \), but \( 1 \not\sim_B 2 \).

The following lemma establishes the link between the two similarity relations.

**Lemma 3.2** [6]. Let \( L \subseteq \Sigma^* \) be a finite language, \( l = \text{length}(L) \) and \( A \) an accessible DFCA of \( L \). The following are equivalent:

(i) \( p \sim_A q \)
(ii) \( x_A(p) \sim_L x_A(q) \).

**Definition 3.7.** An accessible DFA, \( A = (\Sigma, Q, F, q_0) \), is called \( l \)-reduced if \( \forall p, q \in Q \) with \( p \neq q, p \sim_A q \).

That is, an accessible DFA is \( l \)-reduced if any two distinct states are not \( l \)-similar w.r.t. \( A \).

The following theorem identifies the necessary conditions for a DFCA to be minimal.

**Theorem 3.1** [6]. If \( A = (\Sigma, Q, F, q_0) \) is a minimal DFCA of a finite language \( L \) and \( l = \text{length}(L) \) then \( A \) is accessible and \( l \)-reduced.

**Corollary 3.1** [6]. A minimal DFCA of a finite language \( L \) is also a minimal DFA.

The converse is not however true as is illustrated by the following example.

**Example 3.2.** If \( \Sigma = \{a, b\} \) and \( L = \{\epsilon, a, b, ab, ba\} \) then \( B \) as represented in Figure 2 is the minimal DFA that accepts \( L \). However, \( B \) is not a minimal DFA of \( L \) since \( A \) in Figure 1 is a DFA of \( L \) that has fewer states than \( B \).

An algorithm that determines the \( l \)-similarity relation between the states of an accessible DFA is given in [6]. On the basis of this algorithm a procedure for constructing a minimal DFCA of a finite language \( L \) (given as a DFA that accepts \( L \) or as a DFCA of \( L \)) is then developed.

4. **Construction of all Minimal DFCA of \( L \)**

In this section we provide a more general procedure for constructing all minimal DFCA of \( L \), assuming that the \( l \)-similarity relation between the states of an accessible DFA is known.

We first set out the theoretical basis for the construction of these.

**Definition 3.4.** Let \( L \subseteq \Sigma^* \) be a finite language. Then \( \mathcal{A}_L = (\Sigma, L, F_L, \epsilon) \), where \( F_L \) is defined by \( F_L(s, \sigma) = \sigma, s \in L, \sigma \in \Sigma \) such that \( s\sigma \in L \), is called the canonical DFA of \( L \).

That is, the canonical DFA of \( L \) has a state for every input sequence in \( L \).

**Note 4.1.** Clearly, \( \mathcal{L}_{\mathcal{A}_L} = L \) and the similarity relations \( \sim_L \) and \( \sim_{\mathcal{A}_L} \), where \( l = \text{length}(L) \), coincide. For simplicity, in what follows we will use \( \sim_L \) to denote both the similarity of input sequences w.r.t. \( L \) and the \( l \)-similarity of states w.r.t. \( \mathcal{A}_L \).

**Example 4.1.** If \( \Sigma = \{a, b\} \) and \( L = \{\epsilon, a, b, ab, ba\} \) then \( A_L \) as represented in Figure 3 is the canonical DFA of \( L \). To clarify, in Figure 3 the names of states are numbers rather than sequences of inputs.

**Definition 4.2.** Let \( L \subseteq \Sigma^* \) be a finite language, \( \mathcal{A}_L = (\Sigma, L, F_L, \epsilon) \) the canonical DFA of \( L \) and \( A = (\Sigma, Q, F, q_0) \) a DFCA of \( L \). Then we define the function \( \pi_A : L \rightarrow Q \) by \( \pi_A(s) = F^*(q_0, s), s \in L \). We call \( \pi_A \) the projection of \( \mathcal{A}_L \) on \( A \).

**Lemma 4.1.** For all \( s, t \in L \), if \( \pi_A(s) = \pi_A(t) \) then \( s \sim_L t \).

**Proof.** If \( \pi_A(s) = \pi_A(t) \) then \( F^*(q_0, s) = F^*(q_0, t) \), so \( \forall x \in \Sigma^* \), \( sx \in \mathcal{L}_A \) iff \( tx \in \mathcal{L}_A \). Since \( A \) is a DFCA of \( L \), we have \( \mathcal{L}_A \cap \Sigma_{\geq l} = L \), so \( \forall x \in \Sigma^* \) with \( \text{length}(sx) \leq l \) and \( \text{length}(tx) \leq l, sx \in L \) iff \( tx \in L \).

**Lemma 4.2.** If \( A \) is a minimal DFCA of \( L \) then \( \pi_A \) is a surjective function.

**Proof.** Assume otherwise and let \( q \in Q \) such that \( x_A(q) \notin L \). Since \( A \) is a DFCA of \( L \) it follows that \( \text{length}(x_A(q)) > \text{length}(L) \). Then if \( q \) is removed from \( A \), the remaining automaton will still be a DFCA of \( L \). Thus \( A \) is not a minimal DFCA of \( L \), which contradicts the original assumption.

**Definition 4.3.** Let \( A = (\Sigma, Q, F, q_0) \) be an accessible DFA and \( h \) an equivalence relation on \( Q \). Then for each \( q \in Q \) we define \( y^h_A(q) \) as the minimum path from \( q_0 \) that reaches a state in the same equivalence class as \( q \), i.e. \( y^h_A(q) = \min\{x_A(p) \mid q \epsilon h p\} \), where the minimum is taken according to the quasi-lexicographical order.

**Example 4.2.** For \( \mathcal{A}_L \) as represented in Figure 3 and \( h = \{0, 3\}, \{1, 4\}, \{2\} \) we have \( y^h_{\mathcal{A}_L}(0) = y^h_{\mathcal{A}_L}(3) = \min(\epsilon, ab) = \epsilon \), \( y^h_{\mathcal{A}_L}(1) = y^h_{\mathcal{A}_L}(4) = \min(a, ba) = a \) and \( y^h_{\mathcal{A}_L}(2) = b \).
**FIGURE 4.** $A_L^h$.

**Definition 4.4.** Let $A = (\Sigma, Q, F, q_0)$ be an accessible DFA and $h$ an equivalence relation on $Q$. Then we define a DFA $A^h = (\Sigma, Q^h, F^h, q_0)$ by:

- $Q^h = \{F^*(q_0, y_A^h(q)) \mid q \in Q\}$
- $F^h : Q^h \times \Sigma \rightarrow Q^h$ is a (partial) function defined by $F^h(q, \sigma) = F^*(q_0, y_A^h(F(q, \sigma)))$, $q \in Q^h$, $\sigma \in \Sigma$.

That is, for each equivalence class of $h$ we identify the states whose access paths from $q_0$ are minimum; $Q^h$ is the set of all these states. Then $A^h$ is constructed by replacing each transition $F(q, \sigma) = p$ in $A$, $q \in Q^h$, $p \in Q$ with a transition $F(q, \sigma) = p'$, where $p' \in Q^h$ is such that $p \sim p'$.

**Example 4.3.** For $A_L$ as represented in Figure 3 and $h = \{[0, 3], [1, 4], [2]\}$, we have $F_L^h(0, y_A^h(3)) = F_L^h(0, y_A^h(0)) = 0$ and $F_L^h(0, y_A^h(4)) = F_L^h(0, y_A^h(1)) = 1$, so $A_L^h$ is as represented in Figure 4.

The following lemma shows that any minimal DFA of a finite language $L$ can be constructed as $A_L^h$ for some equivalence relation $h$ on the states of $A_L$.

**Lemma 4.3.** Let $L \subseteq \Sigma^*$ be a finite language, $A_L$ the canonical DFA of $L$, $A = (\Sigma, Q, F, q_0)$ a minimal DFA of $L$, $\pi_A$ the projection of $A_L$ on $A$ and $h$ the equivalence relation induced by $\pi_A$ on $L$. Then $A$ and $A_L^h$ are isomorphic.

**Proof.** By Definition 4.3 and Definition 4.4, we have $y_A^h(s) = \min\{x \in L \mid F^*(q_0, s) = F^*(q_0, x)\}$ and $A_L^h = (\Sigma, L^h, F_L^h, \epsilon)$, where

- $L^h = \{y_A^h(s) \mid s \in L\}$
- $F_L^h : L^h \times \Sigma \rightarrow L^h$ is defined by $F_L^h(s, \sigma) = y_A^h(F(s, \sigma))$, $s \in L^h$, $\sigma \in \Sigma$ such that $s \sigma \in L$.

Let $f : L^h \rightarrow Q$ be the restriction of $\pi_A$ to $L^h$, i.e. $f$ is defined by $f(s) = F^*(q_0, s)$, $s \in L^h$. Since $A$ is a minimal DFA of $L$, $\pi_A$ is surjective, so $f$ is a bijective function.

Let $s, s' \in L^h$ and $\sigma \in \Sigma$. Then $y_A^h(\pi_A(s)) = s'$ iff $F^*(q_0, \pi_A(s)) = F^*(q_0, s')$. Therefore $F_L^h(s, \sigma) = s'$ iff $F(F^*(q_0, s), \sigma) = F^*(q_0, s')$, so $F_L^h(s, \sigma) = s'$ iff $F(f(s), \sigma) = f(s')$. Hence $f$ is an isomorphism.

Conversely, $A_L^h$ is a minimal DFA of $L$ if $h$ belongs to a special class of equivalence relations on $L$, as shown below.

**Definition 4.5.** Let $L \subseteq \Sigma^*$ be a finite language. Then an equivalence relation on $L$ is called a similarity equivalence relation on $L$ (SER on $L$) if whenever $s h t$ we have $s \sim_L t$ for $s, t \in L$.

**Example 4.4.** $h = \{(e, ab), \{a, ba\}, \{b\}\}$ is an SER on $L = \{e, a, b, ab, ba\}$. If $L$ is given as the canonical DFA represented in Figure 3, where the names of states are given as numbers rather than sequences of inputs, then $h$ will be written as $h = \{[0, 3], [1, 4], [2]\}$.

**Lemma 4.4.** If $h$ is an SER on $L$ then $A_L^h$ is a DFA of $L$.

**Proof.** Let $A_L^h = (\Sigma, L^h, F_L^h, \epsilon)$ and let $L_0$ be the language computed by $A_L^h$. We have to prove that $L_0 \cap \Sigma_{\leq l} = L$, where $l = \text{length}(L)$.

From Definition 4.4 it follows easily that $L \subseteq L_0 \cap \Sigma_{\leq l}$ so it remains to show that $L_0 \cap \Sigma_{\leq l} \subseteq L$. If we assume otherwise then there exist $s \in \Sigma^+$ with length$(s) < l$ and $\sigma \in \Sigma$ such that $s \in L$, $s \sigma \notin L$ and $s \sigma \in L_0$. Since $s \in L$ there exists $t \in L^h$ with length$(t) \leq \text{length}(s)$ such that $F_L^h(s, \sigma) = s$ and $s h t$. Since $\sigma \in L_0$, $F_L^h(t, \sigma)$ is defined, $F_L^h(t, \sigma)$ is defined, so $s \sigma \in L$. Therefore $s h t$ have $s \sim_L t$ with length$(t) \leq \text{length}(s) < l$, so from $\sigma \in L$ it follows that $s \sigma \in L$, which contradicts our assumption.

**Definition 4.6.**

- An SER $h$ on $L$ is called proper if whenever $s h t$ does not hold, $s, t \in L$, $\exists x, y \in L$ such that $s h x, t h y$ and $x \sim_L y$.
- An SER $h$ on $L$ is called maximal if for any SER $h'$ on $L$, the number of equivalence classes of $h$ is less than or equal to the number of equivalence classes of $h'$.

That is, an SER on $L$ is proper if any two distinct equivalence classes contain at least one pair of sequences that are not similar w.r.t. $L$. A maximal SER on $L$ has the least possible number of equivalence classes.

**Example 4.5.** For $A_L$ as represented in Figure 3, $h = \{[0, 3], [1, 4], [2]\}$ is a proper and maximal SER on $L$.

**Definition 4.7.** Let $L \subseteq \Sigma^*$ be a finite language. Then a set $X = \{x_1, \ldots, x_n\} \subseteq L$ is called a dissimilar set of $L$ if $x_i \sim_L x_j$ for $1 \leq i, j \leq n$ and $i \neq j$.

**Lemma 4.5.** Let $L \subseteq \Sigma^*$ be a finite language and $h$ an SER on $L$. Then the following are equivalent:

1. $h$ is a maximal SER on $L$
2. $h$ is a proper SER on $L$.
3. If $c_1, \ldots, c_n$ are the equivalence classes of $h$ and $x_i = \min\{c_i \mid 1 \leq i \leq n\}$, then $x_i \sim_L x_j$ for $1 \leq i, j \leq n$ and $i \neq j$.
4. The set $X$ is the same for any proper (maximal) SER on $L$.

**Proof.** (i) $\Rightarrow$ (ii): Assume $h$ is not proper. Then there exist $s, t \in L$ that are not $h$-equivalent such that $\forall x, y \in L$ with $s h x$ and $t h y$ we have $x \sim_L y$. Then we can construct a new SER $h'$ on $L$ from $h$ by merging the equivalence classes of $s$ and $t$, so $h$ is not a maximal SER on $L$, which contradicts our original assumption.
(ii) \(\Rightarrow\) (iii): Let \(c_i\) and \(c_j\) be two equivalence classes of \(h, x_i = \min c_i\) and \(x_j = \min c_j\). Assume \(x_i \sim_L x_j\) and let \(s \in c_i\) and \(t \in c_j\) be arbitrarily chosen. Then \(s \sim_L x_i\) and \(t \sim_L x_j\). From Lemma 3.1, since \(x_i \sim_L x_j, s \sim_L x_i\) and length \((x_j) \leq \text{length}(s)\) we have that \(s \sim_L x_j\). Similarly, from \(s \sim_L x_j, t \sim_L x_j\) and length \((x_j) \leq \text{length}(t)\) it follows that \(s \sim_L t\), which contradicts the fact that \(h\) is a proper SER.

(iii) \(\Rightarrow\) (i): Assume \(h\) is not a maximal SER and let \(h'\) be an SER on \(L\) having fewer equivalence classes than \(h\). Then there exist \(i\) and \(j\), \(1 \leq i \leq n, i \neq j\), such that \(x_i\) and \(x_j\) belong to the same equivalence class of \(h'\). Since \(h'\) is an SER it follows that \(x_i \sim_L x_j\), which contradicts the fact that \(X\) is a dissimilar set of \(L\).

Let \(h'\) be another proper (maximal) SER on \(L, c'_1, \ldots, c'_n\) the equivalence classes of \(h', x'_i = \min c'_i, 1 \leq i \leq n,\) and \(X' = \{x'_1, \ldots, x'_n\}\). Without loss of generality we can assume that \(x_1 < x_2 < \cdots < x_n\) and \(x'_1 < x'_2 < \cdots < x'_n\). Obviously \(x_1 = x'_1 = \epsilon\). Assume \(X \neq X'\). Then there exists \(k, 2 \leq k \leq n,\) such that \(x_i = x'_i, 1 \leq i \leq k - 1,\) and \(x_k = x'_k, x_k < x'_k\). Then \(x_k \in c'_j\) for some \(j, 1 \leq j \leq k - 1,\) so \(x_k \sim_L x_j\), which contradicts the fact that \(X\) is a dissimilar set of \(L\).

We denote by \(H_L\) the set of all proper (maximal) SERs on \(L\). The set \(X\) is called the proper dissimilar set of \(L\).

We can now assemble the result which is our goal.

**Theorem 4.1.** Let \(L \subseteq \Sigma^*\) be a finite language and \(A_L\) the canonical DFA of \(L\). Then \(A\) is a minimal DFA of \(L\) if and only if there exists \(h \in H_L\) such that \(A\) and \(A^h_L\) are isomorphic.

**Proof.** ‘only if:’ From Lemma 4.3 it follows that \(A\) and \(A^h_L\) are isomorphic, where \(h\) is the equivalence relation induced by \(\pi_A\) on \(L\). From Lemma 4.1, if \(\pi_A(s) = \pi_A(t)\) then \(s \sim_L t\), so \(h\) is an SER on \(L\). Assume \(h\) is not a maximal SER on \(L\). Then there exists an SER \(h'\) on \(L\) with fewer equivalence classes than \(h\). It is easy to see that in this case \(A^h_L\) is a DFA of \(L\) that has fewer states than \(A\), so \(A\) is not a minimal DFA of \(L\), which contradicts the original hypothesis.

‘if:’ From Lemma 4.4 it follows that \(A\) is a DFA of \(L\). Assume \(A\) is not a minimal DFA of \(L\) and let \(A'\) be a minimal DFA of \(L\). Then there exists \(h' \in H_L\) such that \(A'\) and \(A^h_L\) are isomorphic, so \(h'\) has fewer equivalence classes than \(h\). Therefore \(h' \notin H_L\), which contradicts our original assumption.

An algorithm for determining all minimal DFCA of a finite language \(L\) is given below. It comprises the following steps:

(i) Construct \(A_L\), the canonical DFA of \(L\).
(ii) Determine the similarity relation \(\sim_L\) between the states of \(A_L\). For this step the algorithm provided in [6] can be used.
(iii) Construct the proper dissimilar set \(X = \{x_1, \ldots, x_n\}\) of \(L\) by examining the elements of \(L\) in quasi-lexicographical order: \(x_i = \epsilon\) and for \(2 \leq k \leq n,\) \(x_k\) is the first element examined such that \(x_i \sim_L x_k\) for \(1 \leq i \leq k - 1\).
(iv) Determine \(H_L\), the set of all proper (maximal) SERs on \(L\). A proper (maximal) SER \(h\) on \(L\) is constructed by placing the elements of \(L \setminus X\) into the \(n\) equivalence classes determined by \(x_1, \ldots, x_n\). \(s \in L \setminus X\) may be placed into the class \(c_i\) determined by \(x_i, 1 \leq i \leq n,\) if and only if \(s \sim_L x_i\).
(v) For each \(h \in H_L\), construct \(A^h_L\). The set of all minimal DFCA of \(L\) is \(\{A^h_L | h \in H_L\}\).

**Example 4.6.** Consider \(L\) and \(A_L\) as in Example 4.1. Then \(3 \sim_L 0, 3 \sim_L 1, 3 \sim_L 2, 3 \sim_L 4, 4 \sim_L 0, 4 \sim_L 1, 4 \sim_L 2\) and all the other pairs of states are not similar w.r.t. \(L\). Thus \(n = 3\) and \(X = \{0, 1, 2\}\). Since 3 and 4 are similar, w.r.t. \(L,\) to all the states of \(A_L,\) each may be placed in any of the classes determined by 1, 2 and 3. Therefore \(H_L\) contains the following equivalence relations:

\[
\begin{align*}
&h_1 = \{(0, 3), (1, 4), (2)\}, \text{ i.e. } 3 \sim c_0 \text{ and } 4 \sim c_1, \\
&h_2 = \{(0, 4), (1, 3), (2)\}, \text{ i.e. } 4 \sim c_0 \text{ and } 3 \sim c_1, \\
&h_3 = \{(0, 3), (1, 3), (2)\}, \text{ i.e. } 3 \sim c_0 \text{ and } 4 \sim c_2, \\
&h_4 = \{(0, 3), (1), (2)\}, \text{ i.e. } 4 \sim c_0 \text{ and } 3 \sim c_2, \\
&h_5 = \{(0, 1), (3), (2)\}, \text{ i.e. } 3 \sim c_1 \text{ and } 4 \sim c_2, \\
&h_6 = \{(0), (1), (4)\}, \text{ i.e. } 4 \sim c_1 \text{ and } 3 \sim c_2, \\
&h_7 = \{(0, 3), (4), (1)\}, \text{ i.e. } 3 \sim c_0, \\
&h_8 = \{(0), (1, 3), (4)\}, \text{ i.e. } 3 \sim c_1, \\
&h_9 = \{(0), (1, 3, 4)\}, \text{ i.e. } 3 \sim c_2.
\end{align*}
\]

Then Figure 5 represents all minimal DFCA of \(L\).

In effect, the first phase of the algorithm (first three steps) computes a minimal DFCA of \(L\). If \(N\) denotes the number of words in \(L\) and \(l\) the length of its longest word(s), then the complexity of the first step of the algorithm is \(O(N)\), the complexity of the second is \(O((N \cdot l)^2)\) [6], while the complexity of the third step is \(O(N)\). In general \(l \ll N\), so the complexity of the first phase is \(O(N^2)\). The second phase (the last two steps) computes the remaining minimal DFCA of \(L\). The amount of work required in this phase obviously depends on \(k\), the number of all minimal DFCA of \(L\). The upper bound for \(k\) is \(n^N\). This bound is achieved when each element of \(L \setminus X\) may be placed in any of the classes determined by the elements of \(X\), as is the case in Example 4.6. The complexity of the fourth step is \(n^{N-n}\). The amount of work required in the last step is proportional to \(k, n, p, n, p\), the number of elements of the input alphabet \(\Sigma\), so the complexity of this step is \(n^{N-n+1} \cdot p\). Thus, the overall complexity of the algorithm is exponential in \(N\), but this is because the maximum number of minimal DFCA of \(L\) is itself exponential in \(N\). In practice, the actual number of minimal DFCA constructed will be limited by time and space constraints.

Very often, one may wish to choose from among many different, functionally equivalent, specifications the one whose architecture suits best the purpose for which the system is to be constructed. For instance, many finite state machine testing and failure location techniques assume that the specification is strongly connected [23]. An FA is called strongly connected if, given any ordered pair of states.
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1. STREAM X-MACHINES

The remainder of the paper generalizes the concept of finite cover automaton to a type of extended FA, namely the SXM. The following section introduces this model and other basic concepts related to it.

In essence an X-machine is like a finite state machine but with one important difference. Instead of using abstract symbols, the labels of the transitions are (partial) functions that operate on a basic data set \( X \). The set of these (partial) functions, \( \Phi \), is called the type of the machine and represents the elementary operations that the machine is capable of performing.

The computation of the machine starts in a given initial state (control state) and a given state of the system’s underlying data type \( X \) (the data state). In Figure 6, for example, there are a number of paths that can be traced from the initial state and each edge is labelled by a function: \( \phi_1 \), \( \phi_2 \) etc. Sequences of functions are thus derived from each path in the state space and these may be composed to produce a function that may be defined on the data state. This is then applied to the value \( x \) providing that the composed function is defined on \( x \). This gives a new value, \( x \in X \) for the data state and a new control state. Usually, the machine is deterministic so that at any instant only one possible function is defined (i.e. the domains of the functions that emerge from any state are mutually disjoint).

Those X-machines in which all data are triples consisting of a stream of input symbols, a stream of output symbols and an internal memory value are called SXMs and are defined formally next. The basic idea is that the machine has some internal memory, \( M \), and the stream of inputs determines, depending on the current state of control and the current state of the memory, the next control state, the next memory state and the output value.

**Definition 5.1.** An SXM is a tuple

\[ Z = (\Sigma, \Gamma, Q, M, \Phi, F, I, T, m_0), \]

where:
- \( \Sigma \) and \( \Gamma \) are finite sets called the input alphabet and output alphabet respectively
- \( Q \) is the finite set of states
- \( M \) is a (possibly) infinite set called memory
- \( \Phi \) is the type of \( Z \), a finite set of non-empty basic processing functions that the machine can use, having the form

\[ \phi : M \times \Sigma \rightarrow \Gamma \times M \]
• $F$ is the (partial) next state function,
  
  $$F : Q \times \Phi \rightarrow 2^Q$$

  As for finite automata, $F$ is usually described by a state-
  transition diagram.
  
• $I$ and $T$ are the sets of initial and terminal states 
  respectively,
  
  $$I \subseteq Q, T \subseteq Q$$
  
• $m_0$ is the initial memory value,
  
  $$m_0 \in M.$$

Thus, SXMs are X-machines for which the basic 
processing functions have the form $\phi : M \times \Sigma \rightarrow \Gamma \times M$, 
i.e. each such function will read an input symbol, discard it 
and produce an output symbol while (possibly) changing the 
value of the memory.

It is sometimes helpful to think of an X-machine as an 
FA with the arcs labelled by functions from the type $\Phi$. The 
automaton $A_Z = (\Phi, Q, F, I, T)$ over the alphabet $\Phi$ is 
called the associated FA of $Z$.

**Definition 5.2.** Given a sequence $p \in \Phi^*$, $p$ induces the 
(partial) function 

$$|p| : M \times \Sigma^* \rightarrow \Gamma^* \times M$$

defined as follows:

• $|e|(m,e) = (e, m), \forall m \in M$

• $\forall p \in \Phi^*, \phi \in \Phi, |p\phi|(m, \sigma) = (g\gamma, m')$, $\forall m, m' \in \ M, s \in \Sigma^*, g \in \Gamma^*, \sigma \in \Sigma, \gamma \in \Gamma$ such that $3m'' \in M$ with $|p|(m,s) = (m'', g)$ and $\phi(m'', \sigma) = (\gamma, m')$.

Thus $|p|$ shows the correspondence between a (memory, 
input string) pair and the (output string, memory) pair 
produced by the application, in turn, of the processing 
functions in the sequence $p$.

A deterministic SXM (DSXM) is one in which there is 
at most one possible transition for any triplet $q \in Q, m \in \ M, \sigma \in \Sigma$. This is now defined.

**Definition 5.3.** An SXM $Z$ is called deterministic if:

• The associated FA of the machine is deterministic, 
i.e.

  $Z$ has only one initial state, i.e.

  $I = \{q_0\}$

---The next state function of $Z$ maps each pair 
state/processing function onto at most one state, i.e.

$$F : Q \times \Phi \rightarrow Q$$

• Any two distinct processing functions that label arcs 
emerging from the same state have disjoint domains, i.e.
  
  $\forall \phi_1, \phi_2 \in \Phi$ if $\exists q \in Q$ with $(q, \phi_1), (q, \phi_2) \in \text{dom}(F)$ then $\phi_1 = \phi_2$ or $\text{dom}(\phi_1) \cap \text{dom}(\phi_2) = \emptyset$.

DSXM specifications are often used as a basis for testing 
[10, 20], so it is normal to consider all states as being terminal, 
i.e. $T = Q$. Furthermore, this is not normally a restriction 
when considering interactive systems.

Thus, in what follows, we will refer to DSXMs in 
which all states are terminal, denoted by a tuple $Z = 
(\Sigma, \Gamma, Q, M, \Phi, F, q_0, m_0)$. The associated FA is then a 
tuple $A_Z = (\Sigma, \Gamma, F, q_0)$.

**Example 5.1.** Consider $Z = (\Sigma, \Gamma, Q, M, \Phi, F, q_0, m_0)$ 
with $\Sigma = \{a, b\}$, $\Gamma = \{x, y, z, w\}$, $Q = \{0, 1, 2\}$, $M = \{0, 1\}$, $m_0 = 0$, $\Phi = \{\phi_1, \phi_2\}$, $F$ as represented in Figure 7 
and $\phi_1, \phi_2 : M \times \Sigma \rightarrow \Gamma \times M$ defined by:

$$\phi_1(0, a) = (x, 0),$$

$$\phi_1(1, a) = (y, 1);$$

$$\phi_2(0, a) = (z, 1),$$

$$\phi_2(1, b) = (w, 0).$$

Then Z is a DSXM.

A machine computation takes the form of a traversal of 
all sequences of arcs in the state space from the initial state 
and the application, in turn, of the arc labels (which represent 
the basic processing functions) to the initial memory value. The 
correspondence between the input sequence applied to the 
machine and the output produced gives rise to the function 
computed by the machine, as defined next.

**Definition 5.4.** Given a DSXM $Z$, the (partial) function 
$f_Z : \Sigma^* \rightarrow \Gamma^*$ defined by $f_Z(s) = g$ if $\exists p \in \Phi^*, m \in M$, 
such that $p \in E_{A_Z}$ and $|p|(m_0, s) = (g, m)$, is called the 
function computed by $Z$. We say that $Z$ computes $f_Z$.

Note that $f_Z$ is a function since $Z$ is deterministic. 
However, in general, a (non-deterministic) SXM may 
compute a relation rather than a function since the application 
of an input sequence may produce more than one output 
sequence. Here, however, only the deterministic case is 
considered.
Definition 5.5. \( \Phi \) is called input-complete if \( \forall \phi \in \Phi, m \in M, \exists x \in \Sigma \) such that \( (m, \sigma) \in \text{dom}(\phi) \).

This condition ensures that any processing function can be exercised from any memory value using appropriate input symbols.

Definition 5.6. \( \Phi \) is called output-distinguishable if \( \forall \phi_1, \phi_2 \in \Phi, (\exists m, m_1, m_2 \in M, \sigma \in \Sigma, \gamma \in \Gamma \) with \( \phi_1(m, \sigma) = (\gamma, m_1) \) and \( \phi_2(m, \sigma) = (\gamma, m_2) \) \( \implies (\phi_1 = \phi_2) \).

This says that we must be able to distinguish between any two different processing functions (the \( \phi_k \)) by examining outputs. If we cannot then we will not always be able to tell them apart.

It can be easily observed that for \( Z \) as in Example 5.1, \( \Phi \) is both output-distinguishable and input-complete.

These two conditions (output-distinguishability and input-completeness) are generally known as ‘design for test conditions’ [10, 19] and are assumed to be met by the specification if the DSXM-based test set generation technique is to be successfully used [10, 19]. The output-distinguishability condition ensures that any processing function can be identified from the machine computation by examining the outputs produced. The input-completeness condition ensures that all sequences of processing functions in the associated FA can be exercised using appropriate inputs, so they can be tested against the implementation.

6. Minimal \( l \)-Cover DSXMs

In this section an \( l \)-cover DSXM of a given DSXM \( Z \) as a DSXM \( Z' \) that produces an identical response to \( Z \) for any sequence of inputs of length at most \( l \) is defined. It is also shown that, if \( Z \) satisfies the ‘design for test conditions’, then the construction of all \( l \)-cover DSXMs of \( Z \) can be reduced to the construction of all DFCAs of all cover automata of the language comprising all sequences of length at most \( l \) accepted by the associated FA of \( Z \). As already stated, only DSXMs in which all states are terminal are considered in this paper.

Definition 6.1. Let \( Z = (\Sigma, \Gamma, Q, M, \Phi, F_0, q_0, m_0) \) and \( Z' = (\Sigma, \Gamma, Q', M, \Phi, F', q'_0, m'_0) \) be two DSXMs having the same input alphabet, output alphabet, memory type (\( \Phi \)) and initial memory value and let \( l \) be a positive integer. Then \( Z' \) is called an \( l \)-cover DSXM of \( Z \) w.r.t. \( \Phi \) if \( f_{Z'} | \Sigma_{\leq l} = f_{Z'} | \Sigma_{\leq l} \).

For a (partial) function \( f : A \rightarrow B \) and \( U \subseteq A, f | U \) denotes the restriction of \( f \) to \( U \).

Definition 6.2. An \( l \)-cover DSXM \( Z' \) of \( Z \) w.r.t. \( \Phi \) is called minimal if for any \( l \)-cover DSXM \( Z'' \) of \( Z \) w.r.t. \( \Phi \), the number of states of \( Z'' \) is less than or equal to the number of states of \( Z' \).

Note that, since any \( l \)-cover DSXM \( Z' \) of \( Z \) has the same type and initial memory value as \( Z \), \( Z' \) is uniquely determined by its associated FA, \( A_{Z'} \). Thus, \( Z' \) can be identified with \( A_{Z'} \).

In the remainder of this section we show that the construction of all \( l \)-cover DSXMs of a DSXM \( Z \) whose type is input-complete and output-distinguishable can be reduced to the construction of all DFCAs of \( L = L_{A_Z} \cap \Phi_{\leq l} \).

Lemma 6.1. Let \( Z = (\Sigma, \Gamma, Q, M, \Phi, F_0, q_0, m_0) \) and \( Z' = (\Sigma, \Gamma, Q', M, \Phi, F', q'_0, m'_0) \) be two DSXMs with type \( \Phi \), input-complete and output-distinguishable, and let \( l \) be a positive integer. Then \( f_{Z'} | \Sigma_{\leq l} = f_{Z'} | \Sigma_{\leq l} \) if and only if \( L_{A_Z} \cap \Phi_{\leq l} = L_{A_{Z'}} \cap \Phi_{\leq l} \).

Proof. The ‘if’ implication follows directly from Definition 5.4 (note that the ‘design for test conditions’ are not necessary for this implication). We now prove the ‘only if’ implication. Assume otherwise and let \( p = \phi_1 \cdots \phi_k \in \Phi \ast \) such that \( p \in L_{A_Z} \cap \Phi_{\leq l} \). Since \( \Phi \) is input-complete \( \exists \sigma_1, \ldots, \sigma_k \in \Sigma, \gamma_1, \ldots, \gamma_k \in \Gamma, m_1, \ldots, m_k \in M \) such that \( \phi_i(m_i, \sigma_i) = (\gamma_i, m_i), 1 \leq i \leq k \), and \( s = \sigma_1 \cdots \sigma_k \in \text{dom}(f_Z) = \text{dom}(f_{Z'}) \). Since \( \Phi \) is output-distinguishable, from \( s \in \text{dom}(f_{Z'}) \) by induction on \( 1 \leq i \leq k \) it follows that \( \phi_i(m_i, \sigma_i) = (\gamma_i, m_i) \) and \( \phi_i \in \Phi_{\leq l} \), \( 1 \leq i \leq k \). Thus \( p \in L_{A_{Z'}}, \) which contradicts the original assumption.

Note 6.1. The ‘design for test conditions’ are essential for the ‘only if’ implication of Lemma 6.1. Without the input-completeness, some states of a DSXM may never be reached or some processing functions may never be attained. The output-distinguishability condition, on the other hand, ensures that the processing functions can be distinguished by examining the outputs produced.

For example, consider \( \Sigma = \Gamma = \{a, b\}, M = \{0, 1\}, m_0 = 0 \) and \( \phi_1, \phi_2 : M \times \Sigma \rightarrow \Gamma \times M \) defined by:

\[
\phi_1(0, a) = (a, 0);
\phi_2(1, b) = (b, 1).
\]

It is easy to see that \( \phi_1 = \{\phi_1, \phi_2\} \) is output-distinguishable but not input-complete. Consider \( Z_1 = (\Sigma, \Gamma, [0, 1], M, \Phi, F_1, 0, m_0) \) and \( Z'_1 = (\Sigma, \Gamma, [0, 1], M, \Phi, F'_1, 0, m_0) \) with \( F_1 \) and \( F'_1 \) as represented in Figure 8(a) and (b), respectively, and \( Z_2 = (\Sigma, \Gamma, [0, 1], M, \Phi, F_2, 0, m_0) \) and \( Z'_2 = (\Sigma, \Gamma, [0, 1], M, \Phi, F'_2, 0, m_0) \) with \( F_2 \) and \( F'_2 \) as represented in Figure 9(a) and (b), respectively. Clearly, the state 1 of \( Z_1 \) will not be reached by any input sequence applied to this machine, so \( f_{Z_1} = f_{Z'_1} \). On the other hand, the state 1 of \( Z_2 \) is reachable, but the only memory value attainable in this state is 0, which is not processed by \( \phi_2 \), so \( f_{Z_2} = f_{Z'_2} \).

Furthermore, consider \( \phi_3, \phi_4 : M \times \Sigma \rightarrow \Gamma \times M \) defined by:

\[
\phi_3(m, a) = (a, m), \quad m \in M;
\phi_4(0, a) = (a, 0), \quad m \in M;
\phi_4(1, b) = (b, 1), \quad m \in M.
\]

\( \Psi = \{\phi_3, \phi_4\} \) and \( Z_3 = (\Sigma, \Gamma, [0, 1], M, \Psi, F_3, 0, m_0) \) and \( Z'_3 = (\Sigma, \Gamma, [0, 1], M, \Psi, F'_3, 0, m_0) \) with \( F_3 \) and \( F'_3 \) as represented in Figure 10(a) and (b), respectively. \( \Psi \) is input-complete but not output-distinguishable. Since \( \phi_3 \) and
Since dom(φ₁) ∩ dom(φ₂) ≠ ∅, Z₁ is not a DSXM, so fZ₁ ≠ fZ₂.

THEOREM 6.1. Let Z be a DSXM having the type Φ input-complete and output-distinguishable, l a positive integer and L = L₁Z ∩ Φ≤l. If Z′ is an l-cover DSXM of Z then Z′ is a DFCA of L.

Proof. Follows from Lemma 6.1, the ‘only if’ implication.

However, the converse is not true, as is illustrated by the following example.

EXAMPLE 6.1. Consider the DSXM Z in Example 5.1. Since dom(φ₁) ∩ dom(φ₂) ≠ ∅, Z′ represented in Figure 11 is not a DSXM, so Z′ is not a 2-cover DSXM of Z. However, Z′ is a DFCA of L = L₁Z ∩ Φ≤2.

On the other hand, the implication is valid both ways when only minimal DFCAs and minimal l-cover SXMs are considered.

THEOREM 6.2. Let Z be a DSXM having the type Φ input-complete and output-distinguishable, l a positive integer and L = L₁Z ∩ Φ≤l. Then Z′ is a minimal l-cover DSXM of Z if and only if A₁Z′ is a minimal DFCA of L.

Proof. Let Z′ be a minimal l-cover DSXM of Z. Then from Theorem 6.1 it follows that A₁Z′ is a DFCA of L.

Conversely, let A₁Z′ be a minimal DFCA of L. From Theorem 4.1 it follows that A₁Z′ is isomorphic to A₁L for some proper (maximal) SER h on L. Since Z is a DSXM, the SXM determined by A₁ is also deterministic and from Definition 4.4 it follows that the SXM determined by A₁L is also deterministic, so Z′ is a DSXM. Hence, using the ‘if’ implication of Lemma 6.1, Z′ is an l-cover DSXM of Z.

Now let n₀ be the number of states of a minimal DFCA of L and k₀ be the number of states of a minimal l-cover DSXM of Z. From the two paragraphs above it follows that n₀ ≤ k₀ and k₀ ≤ n₀, so n₀ = k₀ and the required result is proven.

Therefore the construction of all minimal l-cover SXMs of a DSXM Z whose type is input-complete and output-distinguishable is equivalent to the construction of all DFCAs of L = L₁Z ∩ Φ≤l, so the procedure given in Section 4 can be applied.

Example 6.2. The two minimal 2-cover DSXMs of Z in Example 5.1 are represented in Figure 12.

7. CONCLUSIONS AND FURTHER WORK

In this paper a procedure for constructing all minimal cover automata of a given finite language L is proposed. An l-cover SXM of a given SXM Z is defined as a generalization of the cover automaton of a finite language L and it is proved that, in the context of SXMs that meet the ‘design for test conditions’, the problem of constructing all l-cover SXMs of Z can be reduced to the construction of all cover automata of the language comprising all sequences of length at most l accepted by the associated FA of Z.

Since the main motivation for this paper is from the domain of software testing the paper only addresses finite automata and SXMs in which all states are terminal. Further research will investigate how these results can be extended to the general case, where non-terminal states may also exist.

In practice, it is often useful to have alternative specifications, even though all of these specifications (and their implementations) provide the required functionality (i.e. in our case all DFCAs or l-cover SXMs behave identically for all sequences of length of most l). The architecture of a system can be important and one may wish to choose from among many different, functionally equivalent, specifications, the one whose architecture suits best the purpose for which the system is to be constructed. For instance, a strongly...
connected DFA specification is required by many finite state machine testing approaches [23]. Observe that, of the nine minimal DFCAs represented in Figure 5, only three are strongly-connected [(1), (4), (7)]. Again, only one of the two DSXMs represented in Figure 12 (the first) has a strongly connected associated FA.

Furthermore, quite often in software development the requirements are prioritized and only those with high priority can be implemented within the required cost and time constraints. In such a situation one will choose from a number of specifications that meet all the high priority requirements and the specification that meets best the low priority requirements. Implementation issues can also play a part in choosing one candidate specification rather than another.

Further work will use the theoretical results presented here to generate test sets for DFCAs and l-cover DSXMs. Traditional finite state machine [23] and SXM [19] testing methods construct test sequences whose successful application to the implementation guarantees that this implementation is equivalent to the given DFA or DSXM specification. The problem can be extrapolated to cover automata. In this case, given a specification in the form of a minimal DFA A of a finite language L, the aim is to construct a set of input sequences whose length does not exceed l, the length of the longest sequence in L, that, when applied to any implementation A’ in a class C, will detect any response of A’ to input sequences of length of most l that does not conform to the response specified by A. Obviously, the set of all input sequences of length at most l can be chosen, but future work will show that, in many cases, the size of the test set may be considerably reduced. If C is the class of DFAs having the same number of states as A then the successful application of the test set to an implementation A’ will ensure that the implementation under test is itself a minimal DFA of L. This problem can also be formulated for a minimal l-cover DSXM specification.
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